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Data Analytics
• 4 levels of analytics

° Data analytics life cycle

Data sources

• Web data

° Transactions
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Data

• collection of attributes and objects

• Attributes : columns

Objects / records : rows

• Types of attributes
d) Nominal : no ranking / order

• ID
, eye colour , zip codes

dis Ordinal : order matters
,
no absolute difference between values

•

rankings , grades , height (tall , medium , short)

Ciii) Interval : differences meaningful , no absolute zero
° calendar dates

,
0C
,
of

Civ) Ratio : all mathematical operations allowed
• Kelvin

, elapsed time
variable

✓ ↳
QuantitativeQualitative

1 1 11
NOMINAL ORDINAL INTERVAL RATIO

I, t 1. 1
categorical discrete / continuous

numerical
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DATA REPRESENTATIONS

1. Structured
• described in a matrix/ data structure format

• relational databases

2. Unstructured
• no fixed structure for the data

• documents
,
tweets

,
videos

3. Semi - Structured

• combination of the two

• emails
,
XML

(a) Record
• Relational records

° Document data

(b) Graph and Network

•

www.
social networks

(c) Ordered
• video : sequence of images
•

temporal data : time series

•

sequential data : transactions , genetic sequence© vibhas notes 2021



(d) Spatial , Image and Multimedia
• spatial data: maps
•

Images and video

(e) Record data

• collection of records crows)

(f) Data Matrix

• Data objects are points in multi-dimensional space
• Each dimension one attribute

(g) Document Data
• Each term is an attribute

° Value : number of occurrences of word in document
☐

Similarity between documents : difference in word occurrences

(mod or squared)
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(b) Transaction Data
• special kind of record
• Each record is transaction set of items

• Eg: grocery store

d) Data warehouse
• Subject - oriented , integrated , time - variant and non- volatile collection

of data
• Specific collection of data for a domain

• Also called data cube
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Typical OLAP coniine Analytical Processing Operations

On data cubes

1- Roll up (drill up)
• Summarise / aggregate data by climbing up hierarchy
• Dimension reduction
•

Eg: aggregate from day→ week → month → year
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2. Drill down (roll down)
° From higher level summary to lower level summary
• Introduce dimensions and detail

• Finer granularity
• Eg: maps at continent → country → state → city → street levels
•

Replace image with more detailed image based on level

of 200M
• must have data for finest granularity ; cannot generate
data down the ladder

3. Slice and dice
• Slice the cube

° Project and select
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4. Pivot (rotate>
• Reorient the cube without changing it
• 3D to series of 2D planes

5. Drill across

•

Involving more than one fact table / data cube

6. Drill through
° Drill down through bottom of the cube to its backend

relational tables
• DB queries CSQL)
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Types OF Data Measurement Scales

1 . Nominal scale
• qualitative data
•

categorical variables

2. Ordinal scale
• value of data from ordered set
• numerical or categorical

3. Interval scale
° Value chosen from interval set

•

no absolute zero
•

Eg: temp in Celsius
,
IQ

4. Ratio scale

• ratios can be meaningfully computed
• absolute zero
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Interval vs Ratio

Operations on Data

nalyways

monotonically increasing : if se
,
> Nz , ftx ,) 2 f-(xD
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DATATYPES

i. cross-Sectional study
• data from many variables of interest at the same time

2. Time - Series Data
• data collected for single variable over several intervals
•

longitudinal study : same parameter over multiple timestamps
(similar

3. Panel Data
• data collected for multiple variables (dimensions) over
several time intervals

• also called longitudinal
•

Eg: panel of health panel tests

Exploratory Data Analysis
• Preliminary exploration of data
• Summary statistics

,
visualisation

Summary statistics
•

Frequency ,
location

, spread

• Location - mean
, spread- standard deviation

• Calculated in a single pass through data (usually)
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TYPES of DESCRIPTIVE STATS

1. organise Data

(a) Tables

• frequency distributions
• relative frequency distributions

(b) Graphs
° bar chart

, histogram
• stem 4 leaf plot , box 6 Whisker plot
• frequency polygon

2. Summarising Data

(a) Central Tendency
• mean (pop:µ , sample : E) µ

± E- [×]
• median

- mode (unimodal
,
multimodal)

• percentile

(b) Variation
•

range
° IQR
• variance:÷÷÷:÷÷÷^

. -

• skew I E[ (✗yup ]
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MEAN

Sample Population

Symbol I µ
n n

1-ExFormula 5=1-8"
M=Ni= ,n c- =/

VARIANCE

Sample Population

Symbol S2 02

n
n

Formula s
'

⇐
tri -ñ)

"

02 __ f- ⇐ Gii-µi

t
Bessel 's correction

PERCENTILE

P×~~ Ncn-11) for ✗
th

percentile
100

© vibhas notes 2021



Normal
DISTRIBUTION

✗ ~ N(µ , 02)

Pdf : f-Gc) = I e±2(N¥Y
21702

•

Any value is -681 . likely to be within 1 standard deviation

of the mean (µ- o , Mto)

• -95-1 . likely to be within 2 standard deviations of the mean
(µ -20 , µ-120

)

• -99.7% likely to be within 3 standard deviations of the

mean fu-30 ,µ-1307

Multidimensional - covariance matrix

variance = E = Ellñ -µ→)CÉpiI )

E-- covariance matrix (for multivariate Gaussians )

For 2 dimensions

8-- E / a
-M ) [him % -Mz ))

712 -M2 © vibhas notes 2021



Amount spent per month by a segment of credit card 
users of a bank has a mean value of 12000 and 
standard deviation of 2000. Calculate the 
proportion of customers who are spending between 
8000 and 16000?

E-- E farm} Him) Him) )
2×2

(4-µ , / (Kidz) (Nz-µz)2

=

( Eln,
-MY El Campina -Ma)) )

E ( (Nimitz -Ma)) Etkz-µÑ 2×2

e. =/ or
%

%oil
If × , 4×2 are statistically independent ,

0=1%0oil

Chebyshev 's Theorem

Probability of finding a randomly selected value in an

intervalµ±ko is at least I -¥

Q :

I = 12000 5=2000

It 2s ⇒ 1- ¥ = at least 3-4
© vibhas notes 2021



degrees of freedom

• No
.

of independent variables in the model

° If we are to contract a set of n numbers with a

given mean , we have the freedom to choose n-1 of them

• the nth one must be fixed (dependent on the other

n -1 numbers

•

Degrees of freedom = n - I

• If there are n observations in the sample and k parameters
estimated from it

,
there are n-k degrees of freedom

banner
OF SHAPE

i. Skewness

• measure of symmetry in a dataset (3rd moment)

• Symmetric dataset : equal proportion of data lying in the

intervals (µ
- ko

,µ) and fu , petko) , where k is some

positive constant

median median

mode mean mean mode

i 1 :

i.
'

1 .:X r
i. i i. ÷

:

positive skew negative skew© vibhas notes 2021



• Pearson's moment coefficient for skewness for a dataset

with n observations is co can be estimated with s)

É Xi - ☒
3

g ,
= i= ,

no 3

• If g , is positive , it indicates positive skewness and if it

is negative , it indicates negative skewness

•

Following formula usually used for a sample with n

observations

G. = ncn -17 g ,
n - 2

• As n increases
,

ncn -D converges to 1 and the

value of G ,→ g ,
h -2

2. Kurtosis

• measure of shape of the tail (4th moment) ; whether the

tail of the data is heavy or light

° Measured by equation co can be estimated with s)

^ 4

E Xi - I
i=1

n 04
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• Types of kurtosis

} steeper (kurtosis >3)

} normal
(kurtosis -- 3)

} flatter (kurtosis (3)

source : datavedas.com

• Difference between variance and kurtosis : kurtosis tells us

how much of the "weight
"
of data lies in the tails

,
as

opposed to the middle of the distribution

• kurtosis generally measured to compare curves with same

mean and variance

source : riskprep.com
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EXCESS KURTOSIS

• How much more kurtosis present in a graph in comparison
to a normal distribution

° Leptokurtic : negative and Platykurtic : positive

n

Excess kurtosis = §
,

Xi -I
4

- 3

no
"

Population 4 Sample
• Population : set of all possible observations for a given
context of a problem

• Sample : representative subset of the population

types of sampling

(a) PROBABILISTIC SAMPLING

1) Simple random sampling
• assign numbers to members of population and select randomly
• with or without replacement ( finite / infinite population)
• good for small population

ADVANTAGES

easier
,
low error

,
no prior information required

DISADVANTAGES

can be biased
,
not proportionate , hard to scale
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2) Stratified random sampling
• population proportion reflected in sample
• divide population into strata/ groups (gender, hair colour,
age ete

ADVANTAGES
enhanced representation

,
more scalable and efficient

DISADVANTAGES

classification error
,
time consuming , expensive

• example : a student council surveys 50 students by getting
random samples of 25 juniors and 25 seniors

3) systematic sampling
• Find the Kth value

ADVANTAGES

easy to select
, evenly spread sample , cost-effective

DISADVANTAGES

biased
,
no equal chance, ignored elements

• example : a principal takes an alphabet'sed list of students
and picks every fourth student from a random starting
point

• example : time series analysis , sampling pixels from an

image

4) cluster sampling

• Population divided into non -overlapping areas clusters>

• Each cluster microcosm of population
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ADVANTAGES

convenient for geographically dispersed populations , simplified
administration

,
economical

,
feasible

DISADVANTAGES

less efficient statistically , higher sampling error , more problems

• example : airline company randomly selects 5 flights and

surveys everyone on them

(b) NON - PROBABILISTIC SAMPLING

1) Convenience / Accidental

• subjects for sampling easily available
• when population not clearly defined

ADVANTAGES

easy to select
,
saves time and money

DISADVANTAGES

biased
, sampling errors , cannot generalist

2) Judemental sampling

• researcher chooses / is related to sample based on their

judement

ADVANTAGES

minimum time

DISADVANTAGES

selection bias
, sample size
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3) Quota sampling

° non -probability equivalent of stratified
• till quota is met

ADVANTAGES

minimum time

DISADVANTAGES

bias

4) Snowball sampling
• for rare characteristic / difficulty
• from initial subject , referrals

ADVANTAGES

lowers cost

DISADVANTAGES

bias

• Note : sampling in DSP down sampling us upsampling

DATA VISUALISATION

1- Histogram

• ea.resa.in.

review : bin size

h= 2 IQRCX)

rn
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http://toyoizumilab.brain.riken.jp/hideaki/res/histogram.html

2. Stem- and - Leaf Plot

• Like a histogram on its side with no loss of

information

→ 12,13

→ 21,27

→ 33,34
, 35,37

→ 40,40 , 41

p
tens>

T
ones
'

place place

HISTOGRAM

• Optimal bin size important

• Helps analyse shape
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Bimodal Function

• Mixture of 2 Gaussian

1- Univariate Gaussian

2. Bivariate Gaussian
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• Sections of bivariate Gaussian

Boundaries in Higher Dimensions

• Equiprobable
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• Not equiprobable

Indistinguishable mixture

• Read more on slides 07 Visualization and R packages
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TESTS for BIMODALITY

•

Necessary condition for bimodal functions
- Pearson's criterion : kurtosis - (skewness)

'
II

- Equality holds in extreme cases of two diracs

• To check if distribution is anything but unimodal

-

Hartigan's Dip Test statistic
- p-value < 0.05 : significant multimodality
- 0.052 p-value < 0.10 : multimodality with marginal significant
- R: mistook

,
flexmix

,
mcclust

,
mcdist

Ogive curves

• Cumulative histograms are called ogive curves

• Eg: Covid 19 india .org cumulative cases

Bar Chart

• Histograms for categorical data
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hist and multihist

hist and density

barplot
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Labels and Legends

Horizontal vs vertical

• Review SDS from Sem 3 for more
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stripchart

pie chart

coxcomb chart

• polar area chart or roses

• Florence Nightingale
• radius corresponds to a magnitude of the category
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• Causes of mortality prepared by Florence Nightingale
° Zoom and explore :

source : Wikipedia

Scatter Plot

r= coefficient of correlation CPearson)

n

r= 87cg - nñy r= €
,
Cxi -E) Cgi - 5)

8xi-nx-hgyi-ny-2.EC?1i-x-).Eilyi-y5
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r=n÷É
, (%)(Yis;I )

Notion of correlation
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Box Plot

• Limit = Qz -11.5 IQR and Q , -1.5 IQR (outliers)

single

/
median outlier

min
ax

•1-
whisker whisker

Q
, Qs
- box-1

IQR

Tree map

• Look at ✗kcd package in R
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https://gramener.com/posters/Birthdays.pdf

W d d t d

O O O O O

"
more likely to be fake
birthdates

Results of TN ✗ Std Boards
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https://gramener.com/restaurant/unit

http://www.ncert.nic.in/departments/nie/esd/pdf/NAS_8_cycle3.pdf

https://gramener.com/nas/

Restaurant Data collected over Years

• in thousands of rupees

• Units 1,24 3 : poor performance on Wednesdays ; unit 4 :
overall poor performance

CASE STUDY # 1 : collecting Data

• Problem: what are factors that drive academic excellence ?

• case study : what influences V41 Standard marks

• Data source :

• Visualisation: (next page)
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I
• Ethically : credit public source before using
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Data cleaning
• incomplete
•

noisy
• inconsistent
• intentional

1- Incomplete / Missing Data

• Due to many reasons
• How to fix : interpolation

2. Noisy Data

• NLP to fix inconsistent naming convention
• Solutions
-

Binning: sort 4 partition data into equal- frequency bins
* smooth by bin means

,
smooth by bin median

,
smooth by

bin boundaries
-

Regression
-

clustering
- combined computer Ee human inspection

DATA CLEANING AS A PROCESS

1. Data Discrepancy Detection

• use metadata
,
check field overloading , uniqueness rule,

consecutive rule

• use commercial tools

- Data scrubbing: simple domain knowledge (postal codes, spell
checks)

- Data auditing : analyse data to discover rules and detect

violations
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- Explore how binning, clustering and 
regression are used in handling noisy data.

- Is combined computer and human inspection of 
noisy data a better way of handling the noisy 
data? Give reasons.

- Explain the process of data cleaning.

2. Data migration and Integration

• Data migration tools

° ETL (Extraction/ Transformation/ Loading) tools : allow users to

specify transformations via GUI

• Integration of the two processes

Exercise

Important Characteristics of Data

1. Dimensionality
• number of attributes
• high dimensionality requires high volume of data to

prevent overfitting

2. Sparsity
•

presence (yes/ no) counts
-

eg: what
do people sketch vs do people sketch

3. Resolution

• time scale (yearly , monthly , daily etc
• patterns depend on scale
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4. Size

• type of analysis may depend on size of data

DATA QUALITY

•

Accuracy
• Completeness
• consistency
• Timeliness

• Believability
• Interpretability

• Poor data negatively affects data preprocessing efforts

Noise

Outliers

• Can be due to noise or can be genuine Ceg: cases of fraud)

© vibhas notes 2021



http://dept.stat.lsa.umich.edu/~jerrick/courses/stat701/notes/mi.html

Missing Values

1. Missing completely at Random CMCAR)

•

Missingness of value unrelated to attribute

• Fill in values based on attributes (mean /median) unrealistic

•

Analysis maybe unbiased overall

2. Missing at Random CMAR)

•

Missingness related to other variables

• Fill in values based on other attributes often realistic

•

Analysis almost always produces bias
• Eg: unable to measure weight using scale on soft surfaces

(missing values related to surface) and fill based on height

3. Missing Not at Random CMNAR or NMAR)

•

Missingness related to unobserved measurements

• Did not record , therefore missing
• Censored data

• Informative or non - ignorable missingness
• Must understand why ; find more data , what ifs

° When dataset given , cannot tell if MCAR
,
MAR

,
MNAR

• Multiple imputation notes:
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solutions

1. MCAR

• Delete rows

- if small fraction of rows
-

can be ignored

• Delete columns

- if small fraction of attributes

• Pairwise deletion

- compute mean , variance and covariance with another variable
- works reasonably well if the multivariate normal assumption
holds

- variable must have relation with another attribute

• mean imputation (only for MCAR)

2. MAR

•

Regression imputation
- n- l variables related to nth variable

- unbiased estimates of mean under MCAR

- unbiased under MAR if factors that influence missingness
included

- can expect false positives and spurious correlation

• Stochastic regression imputation
- same as LR but adds random constant / residual to

prediction
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https://stefvanbuuren.name/fimd/sec-simplesolutions.html

• Last observed carried forward CLOCF) and Baseline Observation

Carried Forward LBOCF) and worst observation carried forward

CWOCF)
- healthcare applications
- yield biased estimates even under MCAR

- only used if assumptions are scientifically justified
-

eg: factory output predictions

• use of multiple imputation
- mice

,
amelia in R

-

3. MNAR

• Model missing values explicitly

DUPLICATE DATA

• can occur while merging data from multiple sources

° Duplicate rows or almost duplicate rows

• Eg: same person with multiple email addresses

• When should duplicate data not be removed?
- video processing : transmission of frames with duplicates
for safety

- must compress/ delete duplicates at receiver 's end
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similarity measures

• Numerical measure of how alike two data objects / rows are

• Higher value when objects are more alike

• Typically falls in the interval [0,1 ]

dissimilarity measures

° Lower when objects more alike

• Distance measures (recall : word count example)
• Upper limit varies

Proximity refers to a similarity or dissimilarity

MAJOR TASKS IN DATA PREPROCESSING

1. Data cleaning
° Fill in missing values
• Smooth noisy data
• Identify / remove outliers
• Resolve inconsistencies (imputation , dropping etc .)

2. Data Integration
• Integration of multiple databases

,
cubes

,
files

3. Data Reduction

°

Dimensionality reduction C reduce no . of features)
° Numerosity reduction Creduce no . of rows rarely done)
• Data compression
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4. Data transformation and Discretization
• Normalisation (most common [0,1] )
• concept hierarchy generation
• Discretization (create intervals from continuous data)

schematic recap

source : R1
, fig 3.I
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Data Integration

• Main issues : inconsistency and redundancy
• Semantic heterogeneity and structure of data

1. Entity Identification Problem
• Eg: use NLP to map common nicknames to full names

(Bill = William
,
Bob __ Robert

,
Dick = Richard

,
Liz = Elizabeth etc .)

2. Detecting and Resolving Data value conflicts
• For same real world entity, attribute values from different

sources different

°

Eg: measurements in metric system vs imperial system

Handling Redundancy

1. Object Identification
• same attribute or object may have different names
• identify row or column

2. Derivable Data
° One attribute maybe derived from another attribute

•

eg: marks and grade, annual salary and monthly salary

• Redundancies can be detected using correlation analysis and

covariance analysis

• Improve data mining speed by carefully integrating data
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CORRELATION ANALYSIS

Fof CATEGORICAL DATA

• X2 test chi-squared test) performed (recall stats unit 4)

• Null hypothesis Ho = the two variables are independent

° Alternate hypothesis Ha = the two variables are not

independent

X
'
statistic = § Coi - Eit

i -- l Ei

k= degrees of freedom
n= no . Of possible outcomes

Oi = Observed no . of trials

Ei = expected no . of trials (if Ho true)

• Larger XZ value
,
more likely to be correlated

• Cells that contribute most : large 1 Oi - Eil value

° Can be used for categorical values where Oi and Ei are

frequencies and not fractions / percentages

• Important : correlation does not imply causation

-

spurious correlation 6 hidden variables
-

eg : no . of hospitals § no . of McDonald's joints → due to high
population
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Q : Find if liking science Fiction is related to playing chess

Observed values

Eij = SUM CA=ai) ✗ sum CB=bj)
N

E
, , = 300×450 = 90

1500

Expected values

Play Not Play Sum

Chess Chess Crow)

Like go 360 450
sci-Fi

Not like
210 840 1050

Sci - Fi

sum

cool)
300 1200 1500

✗?= (250-9072 + (50-210)
'

+ (360-2005 t (840-1000)
90 210 360 840

= 507.94 © vibhas notes 2021



K-- degrees of freedom = (no
-
of
-rows

-1) (no
-
of
-
columns - 1)

k -- l

✗
2

vs Degrees of Freedom

source : statistics how to

Using X} table : 507.94 > 7.879 ⇒ ✗ < 0.005

i. Ho fails and Ha is true ⇒ the two are related

0 0
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Fof NUMERICAL DATA

1 . Pearson's correlation coefficient

n

ra ,B = £ Cai - A) ( bi - B)
it (n-1) 0A %

ra ,B
= É¢9ibi)] - n A- B-

i=1

Ln-D 0A TB

• if r > 0 : positive correlation

if rco : negative correlation

•

visually evaluating correlation Cg or r )
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correlation as linear Relationship

ah = Can- Ñ) but = Lbk - B)
0A on

correlation (A)B) = ATB

• inner product of vectors

2. Covariance

• Similar to correlation
n

COV CA
>
B) = E ( (A-A)(B-B)) = E Cai - A) Cbi - B-)

1-=/

n

• Relationship with Pearson's correlation coefficient

rA
,B

= COVCA
, B)

0A OB

Types OF covariance

1. Positive covariance

• COVA ,B > 0
• Both AUB tend to be larger than their expected values

2. Negative covariance
• COVA ,B < 0
• Both AGB tend to be smaller than their expected values
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Suppose two stocks A and B have the following values in one 
week: (2, 5), (3, 8), (5, 10), (4, 11), (6, 14).

Question: If the stocks are affected by the same industry 
trends, will their prices rise or fall together?

3. Independence
• COVA ,B = 0
• Converse not true ; Cova ,B=o ⇒ independence
• Additional assumptions ( data follows multivariate normal

distribution) required to imply independence

• Covariance alone cannot tell us the magnitude of correlation

Cno fixed range to decide what is high or low)

Note:

Coefficient of variation =

µI
Q :

In other words : they are related
,
but are they +rely or

- rely correlated?

a- = 2+3+5+4 -16 = 4

5

b- = 5 -18+101-11+14 = 9.6
5

5

covariance = 8 Cai -a) Cbi -5 ) = 21=4
i -- I

g- 5

i. they rise together as COVCA
,
B) > 0 © vibhas notes 2021



DATA REDUCTION

1. Dimensionality Reduction

• wavelet transforms
• Principle Component Analysis
• Feature subset selection

,
Feature creation

2. Numerosity Reduction
•

Regression and log- linear models
•

Histograms, clustering , sampling
• Data cube aggregation

3. Data compression

DIMENSIONALITY REDUCTION

° Eliminate irrelevant features
,
reduce noise

• Prevent overfitting
• Avoid the " curse of dimensionality

"

• Reduce time q space required for data mining

(a) Mapping Data to a New space
• Fourier transform (time-frequency)
• Wavelet transform
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Wavelet Transformation

• Discrete wavelet transform CDWT) for linear signal processing

• Store only a small fraction of the strongest wavelet
coefficients (compressed approximation)

• Similar to Discrete Fourier Transform (DFT)

• will study in detail later

(b) Principal Component Analysis CPCA)

• Find a projection (eigenvector) that the original data can
be projected onto with the least error

• Projection that captures the largest amount of variation
in data

• Reduction in dimensionality

° Find eigenvectors of the covariance matrix which will

define the new space
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https://www.researchgate.net/profile/Nicholas-Czarnek/publication/320410861/figure/fig7/AS:551041819447302@1508390015760/

Example-application-of-principal-component-analysis-to-simple-synthetic-data-The-black.png

http://www.cs.otago.ac.nz/cosc453/student_tutorials/principal_components.pdf

steps

1. Normalise input data

2. Compute Ken orthonormal (unit) vectors

3. Each input vector is a linear combination of the k principal
component vectors

4. Principal components sorted in order of decreasing importance
or strength

5. Size of data can be reduced by eliminating the weak

components Clow variance)

PCA Example

0
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> unit eigenvectors

choosing an Appropriate Axis

© vibhas notes 2021



http://factominer.free.fr/factomethods/datasets/decathlon.txt

https://drive.google.com/file/d/1OAq99W6zseJgCSGSKRog_KZfEXHh_I30/view?

usp=sharing

PCA Using R

1. Download the dataset from here :

2. Import it into RStudio Cnote : first column name is

missing; add it to the txt file before importing , or
download it from here )
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3. Make sure you select Heading
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(c) Attribute subset selection

1. Redundant Attributes

•

eg : sales tax and product price

2. Irrelevant Attributes

•

eg: overfitting due to SRN - grade learning

Heuristic search in Attribute selection

• 2d possible attribute combinations of d attributes (power set)

• Methods :

- Best single attribute
- Best step wise feature selection

- stepwise attribute elimination
- Best combined attribute selection and elimination

- Optimal branch and bound (elimination and backtracking)

© vibhas notes 2021



(d) Attribute creation

• create new attributes that capture info about dataset more

effectively than

• Three methods

- Attribute extraction

-

Mapping data to a new space
- Attribute construction Ccombining features , discretization)

NUMEROSITY REDUCTION

(a) Parametric methods
• Assume data fits a model and store only the parameters
of the model

•

eg : regression; store only the model and the outliers instead

of storing all the points

(b) Non-parametric methods

• Do not assume models
•

eg : histograms , clustering, sampling
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(c) Types of sampling

(d) Data Cube Aggregation

DATA COMPRESSION

•

jpeg : Fourier transform to remove high frequency formats
•

jpeg 2000 : similar but with wavelet Transform
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Data Transformation
• Smoothing Cremove noise from data)
- simple average
- weighted average 4343113

- Gaussian

3 43
3

window
2

, 210 , →

size 3
,

2
0.7

(3 tap

(not to scale) filter)

• Attribute / feature construction
• Aggregation
• Normalisation

- min-Max

-

z- score

- decimal scaling
• Discretization

NORMALISATION

1. Min-Max Normalisation

° From [min
,
Max] to [new-min

,
new - Max]

V' = V - min ✗ ( new-Max - new -min)
Max -min

•

Eg: scaling down test scores

2. 2- score Normalisation

v
'
= u -

M
g

µ
-
-mean

,
F- Std deviation© vibhas notes 2021



3. Normalisation by Decimal scaling

V
'

=L Where j= smallest int such that maxi / v11 ) El
10J

DISCRETISATION

° Divide continuous values of attributes into discrete ranges
(interval labels)

• Reduce data size

• Supervised vs unsupervised

split (top-down) vs merge (bottom up)

typical methods

1. Binning : top-down split , unsupervised
2. Histogram analysis : top - down split, unsupervised
3. Clustering analysis: top-down or bottom up , unsupervised
4. Decision Tree analysis : top-down split, supervised
5. Correlation leg :X

' ) analysis : bottom-up merge , unsupervised

1. Binning

(a) Equal width
-

range divided into N equal - sized intervals
- width = CBI where B-- highest , A = lowest , N= no . of bins

N

- outliers may dominate
- skewed data not handled well
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https://www.saedsayad.com/unsupervised_binning.htm

Sorted data for price (in dollars): 4, 8, 9, 
15, 21, 21, 24, 25, 26, 28, 29, 34

(b) Equal depth
- N intervals

,
each containing approx. Same no . of samples

- categorical can be tricky
- good data scaling

D:

Partition into equal- frequency bins N =3

0 2 4 6 8 10 12 14 16 18 2022 24 2628 3032 34
>

total : 12 N=3 ⇒ bin size = 4

B , : 4,8 , 9,15
Bz : 21

, 24,25

Bz : 26,28>29,34 © vibhas notes 2021



Sorted data for price (in dollars): 4, 8, 9, 
15, 21, 21, 24, 25, 26, 28, 29, 34

Sorted data for price (in dollars): 4, 8, 9, 
15, 21, 21, 24, 25, 26, 28, 29, 34

Sorted data for price (in dollars): 4, 8, 9, 
15, 21, 21, 24, 25, 26, 28, 29, 34

D:

Partition into equal- width bins N=3

bin size = 34-4+1 = 10.33
3

B, :[4 , 14.33]

Bz : [ 14-34 , 24.67]

Bz : [24-68,34]

D:

Smooth by bin means ,
N=3

B, : 9,9 , 9,9
Bz : 23,23 , 23,23

Bz : 29,29 , 29,29

D:

Smooth by bin boundaries
,
N :3

B, : 4,4 , 4,15

Bz : 21,21 , 25,25

Bz : 26,26 , 26,34
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Discretisation without using class Labels (Binning vs Clustering)

Discretization by classification and correlation Analysis

• Classification leg: decision tree analysis)
°

Supervised : given class labels

• Use entropy to determine split point (discretization point)
°

Top-down recursive split

n

E = E- PCC;) logzcpcci))
c-=\

n

✗
2

Case 1 :
. .

•
•

@
O

g b
&

•

•

.

•

.

°

.

•

.

•
•

.

•

0
• g

O o

°

0

,

c > c >
>

✗
,

Bin , Binz

Entropy (Bin ,) = - Pcred> logzcpcred))) - PCblue> log , CPCblue))
= 0 © vibhas notes 2021



Entropy (Binz) = - pared> logzcpcred))) - PCblue> log , CPCblue))
= 0 ← ideal

Kz

case 2 :
^

. .

•
•

O
O

g b
⑥

@

0

°

☐
0 00

,

*

@
,

°
⑨

•

0
• ,

O u

°

0

,

c >
>

✗
,Bin

Entropy (Bin) = - pared> logzcpcred))) - PCblue> log , CPCblue))
= 1

correlation Analysis

• Eg : Chi -merge :X
'
discretization

• Supervised : use class information

• Bottom-up merge : find best neighbouring intervals to merge
cones having similar distribution of classes - low X2 )

• Recursive merge performed

Concept Hierarchy Generation

° Organises concepts (attribute) values hierarchically

• Drilling and rolling in data warehouses to view data in

different levels of granularity

•

Recursively reduce data © vibhas notes 2021



•

Replace low level concepts leg: age in years) to high level

concepts leg: youth , senior , child etc .)

• Explicitly defined : domain experts

• Automatically defined : both numeric and nominal data

Numeric Data

humans

eligible for not eligible
vaccine for vaccine

youth elders children
(18-30) adults seniors (86-1) (0-17)

(31-59) (60-85)

Nominal Data

• Order specified by experts

street < city< county < state < country

•

Eg : {Urbana , Champaign , Chicago } < Illinois < USA

• Automatic : based on analysis of no . of distinct values placed
at the lowest level of hierarchy © vibhas notes 2021



• Usually attribute with the most no . of distinct values is

at the bottom of hierarchy

country 15 distinct

state 365 distinct

city 3567 distinct

street 647492 distinct

© vibhas notes 2021


